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Abstract - Misdiagnosis exists as an inevitable human error factor in healthcare operations; diagnostic errors contribute to 

numerous complications that result in a high death rate. The problems of misdiagnosis and delays in disease identification, 

especially highly infectious diseases like Filovirus disease, have drastically increased the death rate, especially during the 

outbreak, according to International Health Organizations and Statistics on Improving Diagnosis in Healthcare. This 

overwhelming challenge has contributed majorly to many complications that increase casualties, especially during the Filovirus 

disease outbreak. However, studies conducted in this area have identified some technological drawbacks associated with 

computational complexities, such as the curse of dimensionality, overfitting, weight and bias, etc., as major challenges in 

implementing machine learning techniques. Emerging solutions are recommended to better improve healthcare delivery in this 

domain. This study aimed to develop a model that can be used to provide precise symptomatic detection and classification of 

suspected cases of filovirus disease with reference to the Ebola Virus and Marburg virus disease. The study obtained the filovirus 

dataset from multiple sources involving states, Federal and International Health Organizations over time within Africa. The 

unstructured data collected was preprocessed on Sklearn with Pandas NumPy and split into 8:2 as train and test datasets. 

Machine Learning Algorithms like Logistic Regression, Linear Discriminant Analysis, Decision Tree, Support Vector Machine, 

Random Forest, etc were adopted by the Scikit-learn library for Classification analysis. The Confusion Matrix was implemented 

as a basic ML Statistical analytical framework, and the Accuracy, Precision, Recall, F1-score and a few other metrics were 

applied for the model Performance Evaluation. The experimental result of the study obtained the highest accuracy of 96% ratio 

for Logistic Regression, followed by the Linear Discriminant Analysis and Naïve Bayes that offered relatively 95% and 93% 

rates of Accuracy performance. This outcome suggests that the best-recommended algorithm suitable for the objective of this 

study is the Logistic Regression model. However, as discovered, the Logistic Regression can be recommended with Feature 

Selection methods to provide a better dimensional reduction model for future improvement. 
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1. Introduction 
In order to be ready for any unplanned and essentially 

unavoidable outbreak, there should be proper management 

intervention measures in place for preparedness for any global 

health emergency on highly infectious diseases like Filovirus 

disease, especially in Nigeria and Africa as a continent. [1] [2]. 

Filovirus Disease embodies the family of Filoviridae - the 

Single-Stranded Negative-Sense RiboNucleic Acid (SSNS - 

RNA) Viruses that are categorized as highly infectious and 

deadly diseases, which poses a serious threat to Global Public 

Health and often lead to high fatality rate in fewer outbreaks 

[3] [4]. Ebola Virus Disease (EVD) and Marburg Virus 

Disease (MVD) are common viruses classified under the 

Filovirus disease that share relatively similar clinical 

characteristics, which are capable of causing the onset of 

severe haemorrhagic fever in human and non-human primates 

[5] [6]. Over 50 filovirus disease outbreaks associated with 

Ebolavirus and Marburgvirus have occurred globally 

following the emergence of Ebola Virus Disease (EVD) in 

1967 and Marburg Virus Disease (MVD) in 1976 respectively 

[6] [7]. Filovirus diseases should be early and accurately 

detected, speedily responded to and appropriately treated to 

reduce the spread and provide improved medical intervention 

and control measure, which can drastically prevent other 
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predominant health complications that may lead to death [2] 

[6]. Due to the life-threatening nature of Public Health 

Epidemiology, highly infectious diseases like Ebola and 

Marburg Virus Disease demand a higher level of early 

diagnosis, proper attention, proactive intervention and prompt 

response during any outbreak [8] [9] [4]. 

 

Disease resurgence and concurrent and/or multiple virus 

disease outbreaks are inevitable, especially as it concerns 

viruses that share similar clinical characteristics like the Ebola 

Virus and Marburg Virus Diseases [10] [11]. Most recently, 

the World Health Organization (WHO) declared the first 

newly confirmed cases of Marburg Virus Disease (MVD) 

outbreak in Ghana as a Global Health Emergency [12] [13]. 

Similarly, in 2021, the WHO formally declared the first 

confirmed case of Marburg Virus disease, following the just 

reported confirmed case of Ebola Virus Disease in Guinea.  

 

Statistically, the incidence rate recorded a high Case 

Fatality Ratio (CFR) of about 28,616 Ebola Virus cases, of 

which about 11,319 are reported death cases, and while the 

Marburg Virus is more than 252 cases, out of which 227 are 

reported deaths in Africa [14]. The occurrence of these two 

Filovirus Diseases that share similar symptoms relatively in 

the same country, period and year can be clinically confusing 

and challenging to distinguish promptly and provide 

adequately certain suitable medical care and rapid intervention 

management during the concurrent outbreaks [15], [9], [16]. 

 
Artificial Intelligence(AI) techniques are making 

remarkable impacts and penetrating vastly into the next-

generation unknown, and their usefulness in controlling and 

managing many diseases in healthcare service delivery 

continues to surge across developing societies, [12, 17-19]. 

Innovative technological advancement continues to traverse 

enormously in many developed countries of the world, and 

far-reaching research is deepened across many developing 

societies globally [20], [21]. Consequently, there is a lack of 

preemptive measures, early disease detection, prompt 

reaction, appropriate diagnosis instruments, and adequate 

healthcare service delivery [2], [11], [13].  

 
The early detection of virus diseases, classification and 

analysis of disease symptoms, and prediction of highly 

infectious diseases like Filovirus diseases with the use of 

hybrid technologies are emerging and fascinating in this era 

[22], [24]. The use of AI-based Machine Learning techniques 

capable of data classification analysis, prediction and 

performance evaluation are enormously the basis of this study 

[25], [26]. This study intends to design and develop a 

symptomatic detection and classification system that allows 

for predicting EVD and MVD of Filovirus disease. The 

research also involves using machine learning algorithms and 

performance evaluation methods to evaluate the general 

performance of the proposed model.  

2. Literature Review 
2.1. Artificial Intelligence (AI) in Healthcare 

The widespread application of artificial intelligence 

approaches in healthcare is extremely helpful in preventing 

and treating a wide range of illnesses. Al offers great potential 

for enhancing conventional service delivery, particularly 

regarding healthcare [3], [7]. Danai & Henri (2021) claim that 

AI-based algorithms that use Natural Language Processing 

(NLP) can discover information about potential future 

outbreaks through social media platforms, such as Google 

Trends, with the potential outbreak zone and fatality cases. As 

a result, the NLP can be programmed to read, comprehend, 

and efficiently extract meaningful human languages and 

conversations. [27].  

 

The ability of a system to correctly understand external 

input, to learn from that data, and to use those learnings to 

accomplish particular goals and activities through flexible 

adaptation is known as artificial intelligence (AI) [26]. Carroll 

& Whende (2021) claim that Artificial Intelligence (AI) has a 

lengthy history in many industries and has revolutionized how 

people, the technology's intended users, communicate, 

conduct financial and social transactions and access 

information. Containment to prevent the spread of pandemics 

is one of the areas where artificial intelligence has been 

deployed and has a big impact on society. [28].   

 

Infectious disease pandemics, which are widespread 

outbreaks that can increase morbidity and mortality over a 

large geographic area and cause significant economic, social, 

and political disruption, do indeed present special challenges 

because of their rapid spread and complications, which calls 

for a quick response on many fronts, from diagnostic methods 

to drug development to resource allocation and planning in the 

medical field. In its capacity to slow down and restrict the 

virulent spread of illness during a pandemic, AI has 

demonstrated great potential. Artificial Intelligence provides 

new confidence to not only preempt, prevent and control the 

spread of infectious diseases but also helps scientists in faster 

clinical trials and identify effective drug discovery for tackling 

the diseases and predicting future outbreak occurrences [29].  

 

The AI-based tools of Machine Learning Algorithms 

have increasingly demonstrated their ability to predict the 

spread of virus disease as well as in advance use and help in 

the policy-making to plan, prioritize, and implement diverse, 

innovative interventions, exemplified during the recent global 

COVID-19 Lockdown, based on the severity of the virus 

spread. In addition, AI also helps to check whether the public 

adheres to the preventive actions taken by policy-makers   

[30].  

 

The preparedness of healthcare system capabilities to 

handle any re-emerging disease outbreaks remains the need of 

the hour. Thus, the Practical application of Artificial 

Intelligence to contain disease outbreaks can be seen in the 
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case of the COVID-19 pandemic, where AI-powered 

technologies and methods were used and are still being 

adopted to contain the spread of the pandemic. AI has 

tremendously been very useful in accelerating the 

development of subunit treatment and nucleic acid vaccines 

[7], [31]. Furthermore, AI must go in hand with big data 

analytics and cloud computing to develop viable, thoroughly 

validated tools that can provide real support to local healthcare 

providers across many health sectors [32], [33]. Finally, 

Artificial Intelligence in the form of Machine Learning 

Techniques are employed in this study to classify the data 

from suspected cases and predict future outcomes of the virus 

during any outbreak of Filovirus Disease [12], [34]. 

 

2.2. Machine Learning 

Machine Learning seeks to build computer software 

applications that satisfy performance improvement. A focal 

point of ML is the ability to learn from experience without 

human intervention. It is a subset of Artificial Intelligence that 

aims to design systems/models that learn to improve 

performance given the data [35]. The ability of a computer 

device to automatically make decisions based on a given data 

and experience without explicitly being programmed is 

Machine Learning. The Learning Algorithm involves a 

process whereby a computer is designed to continually train 

models and classify test data for improved performance over 

time [30], [36]. The following discusses the two main types of 

Machine Learning: 

 

2.3. Supervised Learning 

Supervised learning is a type of machine learning that 

uses labeled data to train models. The output is already known 

in labelled data, and the model just needs to map the inputs to 

the respective outputs. This is by looking at a label as an 

instance of a successful prediction, which the algorithm learns 

from. This means that target variables are required to use 

labeled data to train machine learning models. Some of the 

most popularly used supervised learning algorithms in 

healthcare and medical administrations are Logistic 

Regression, Support Vector Machine, and K-Nearest 

Neighbor. Decision Tree, Random Forest, Naive Bayes and a 

few others [35], [37].  

 

2.4. Unsupervised Learning 

Unsupervised learning is a type of machine learning that 

uses unlabeled data. The unlabeled data has no fixed target 

output variable; the model learns from the data, discovers 

patterns and features, and returns the output. [23], [35]. This 

type of model is very useful in classification tasks, clustering 

algorithms, anomaly detection and generative tasks. The 

model is capable of finding hidden associations among 

objects, resolving every segmentation problem and many 

others [30], [38]. The training process used in the 

unsupervised learning techniques requires no supervision to 

build models. They learn on their own and predict the output. 

[35].   

2.5. Machine Learning Methods: Supervised Learning 

Techniques 

2.5.1. Classification Method 

The classification method in the supervised learning 

technique is a method of finding a function that helps divide 

the dataset into categories and/or classes based on different 

parameters or factors. Since a computer program is trained on 

the training dataset and based on that training, it categorizes 

the data into different classes. The task of the classification 

algorithm is to find the mapping function to map the input(x) 

to the discrete output(y). [3], [39], [23], [22]. Classification is 

the task of predicting a discrete class label.  

2.5.2. Regression 

Regression algorithms describe numerical targeted values 

in place of classes. This is done by estimating numerical 

variables, and these algorithms are powerful at predicting 

product demand, sales figures, marketing returns, etc. It 

involves the practice of finding the connections between 

dependent and independent variables [37], [40]. Regression 

fosters continuous variables like the prediction of business or 

market trends, customers' needs, weather forecasts, etc. 

Usually, this kind of model is trained with historical data. It 

focuses on finding the symbolic function in order to map the 

input variable(x) to the constant output variable (y), 

respectively, [13], [41]. Regression is the task of predicting a 

continuous quantity. [42]–[44] . 

3. Machine Learning Algorithms  
3.1. Logistic Regression 

Logistic Regression is one of the categories of the 

Supervised Learning Techniques based on statistical analysis 

commonly used to predict binary data representation 

involving Yes (1) or No (0) in the nature of categorical 

dependent variables, given the set of independent variables. It 

is very useful in analyzing the relationship between one or 

more existing data-independent variables by predicting the 

dependent variable [45]. The Logistic Regression is simply 

used to predict the probability of a target variable. That, in a 

nutshell, means it learns the linear relationship between a 

given dataset and, from the learning, suggests a Sigmoid 

function as non-linearity; it uses a given set of labeled data to 

learn the relationship and categorizes the data into discrete 

classes. It is often used in solving classification problems like 

Disease prediction and Spam mail detection [30], [46], [47]. 

3.2. Support Vector Machine 

The SVM is one of the Supervised Learning types of 

Machine Learning Algorithms used for data classification and 

regression analysis. It is usually applied in high-dimensional 

cases and effectively solves linear and non-linear practical 

problems. SVM utilizes a relatively good amount of specified 

custom kernels and is capable of creating hyperplanes that 

help in separating data into different classes [25], [29], [48]. 

In simple terms, the SVM is used to map data points to high 

dimensional cases and further finds the optimal hyperplane 
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that helps in dividing the data into classes for better 

productivity. 

3.3. K-Nearest Neighbor 

The K-Nearest Neighbors is also part of the Supervised 

Learning kind of Machine Learning Algorithms often used to 

solve problems of Regression and Classification of data 

analysis. The KNN assumes that there can exist close 

proximities in data classification and regression processes; 

hence, it finds the most basic similarity in proximity within a 

given dataset [45]. This, in essence, suggests that KNN 

focuses on using labeled input datasets to forecast the output 

of the data points. The KNN decision is based on the number 

of nearest neighbors.  

3.4. Decision Tree 

The Decision Tree is another type of supervised learning 

algorithm that can be used for both classification and 

regression in data analysis. It is a flowchart represented in a 

tree-like structure, denoted with an internal node, which 

signifies attribute and a leaf node, which signifies terminal 

node. The decision tree represents the probability of the 

outcome of a decision in a tree-like structure [23], [37]. A 

decision tree is a diagram in the shape of a tree used to choose 

a course of action. Each branch of the tree represents a 

potential choice, event, or response. Based on the supplied 

training samples, a standard Decision Tree is constructed 

[38],[31], [40]. 

 

3.5. Random Forest 

The Random Forest is one of the plethora of classification 

and regression algorithms of Supervised Learning in Machine 

Learning used to solve complex problems. It is an algorithm 

that involves ensemble learning and utilizes the process of 

decision trees to provide solutions to difficult challenges. It 

acts like a tree predictor that depends mainly on the random 

vector values of every individual block of trees to predict the 

outcome. Random Forest is designed with decision nodes, leaf 

nodes and root nodes. It is an advanced Decision Tree 

Algorithm that uses building blocks to provide an improved 

decision support system in the form of a tree-like structure [5], 

[27], [45].  

 

3.6. Naive Bayes 

The Naïve Bayes is a probabilistic classifier most suitable 

for big data analytics and founded on the Bayesian Theorem. 

It is a flexible classification method that beats many other 

sophisticated classifiers. The Naïve Bayes works by assigning 

the membership of an object to a given class and further 

articulating the posterior probability. It is often used in text 

classification and real-time medical data classification and 

prediction [23], [37]. 

 

4. Related Works and Technology 
Ebrahime et al. [49] developed a machine-learning 

classification model for Chronic Kidney Disease diagnosis 

using Recursive Feature Elimination Techniques. The study 

obtained 400 patient data with 24 features and applied four 

classification algorithms to achieve better performance 

evaluation of the model. The experimental result provided a 

significant level of accuracy, precision, recall and F1-score. 

Umang et al. [48] used the ML approach to analyze and 

improve the accuracy of the prediction model for Ebola 

disease with many input symptoms on the patient's early 

condition. The hybrid model applied Decision Tree, KNN, 

SVM, LR, Boosting and Bagging classifiers, etc, and the 

highest accuracy of 96% was derived from KNN and Random 

Forest Classifiers with Neural Network as a hybrid model. 

Ahsan et al. [50] developed a COVID-19 differential 

diagnosis model that applied Multilayer Perception and 

Convolutional Neural Network (ML-CNN) with mixed data 

involving numerical, categorical and image data to offer 

efficient and rapid detection of the virus in patients for early 

diagnosis that leads to timely treatment intervention. 

Structured and unstructured datasets were considered with 

various optimization algorithms. The result showed that the 

trained model could distinguish between COVID-19 and non-

COVID-19 patients with a greater overall accuracy of 94% 

and 96%, respectively. Gomathy and Naidu [37] designed a 

disease prediction system based on disease symptoms using 

Machine Learning Algorithms. The system was successfully 

implemented as a web application with a grails framework, 

which obtained an average accuracy of 98% in prediction [35].  

5. Methodology 
5.1. Data Acquisition and Collection 

The relevant existing symptomatic data was obtained 

ethically from multiple sources that involved State, Federal 

and International Health Organizations and Corporate 

Partners within Africa. The preliminary data collected 

involved structured and unstructured datasets that included 

numerical and categorical forms on EVD and MVD of the 

Filovirus disease. The data elements are the defined EVD and 

MVD symptoms like high temperature, hemorrhagic fever, 

headache, vomiting, diarrhea, nausea, abdominal pain, etc. 

The data size was considerably large in the range of 

collections that involved suspected, probable and confirmed 

cases. 

5.2. Data Extraction 

The datasets gathered for this investigation were tabular 

data that needed to be converted because they contained 

numerous repeating and unstructured columns. It includes 21 

days' worth of temperature data, which must be synchronized 

to provide a specific column for the temperature reading, just 

like the virus's other symptoms. To get the average percentage 

of the overall temperature reading, this dataset section was 

represented as the total sum of the 21-day temperature 

readings divided by 21, which is the number of days. The 

value of the average temperature reading was further modified 

to show values less than or equal to 36.9 as negative (0) and 
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values greater than or equal to 37.0 as positive (1), 

respectively, for binary classification. 

5.3. Data Preprocessing 

The data from many sources used in this study included 

information that was missing or unavailable, which was 

deemed an unstructured dataset that needed a substitute value 

to prevent bias and the loss of important data. The Data 

Imputation method replaced the missing values with the Most 

Frequent-Value in the column for the categorical and 

numerical data variables. In an effort to balance the dataset 

between the two disease kinds, all the records that included 

NIL were subsequently removed. The Scikit-Learn Library's 

Pandas and Numpy tools were used to clean and preprocess 

the data. The data was divided into train and test datasets in 

8:2 ratios. 

 

6. Proposed Design  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Diagram of the proposed model 

 

6.1. Analysis of the Proposed Model

The proposed model is logically designed such that the 

virus can be predicted in an individual only if it returns a given 

high-level proportion of the input data, which can trigger 

either a positive or negative response as a detection signal of 

the filovirus disease upon receiving the data, the model first 

checks to ascertain the proportion of data required based on a 

predefined threshold in order to determine the existence of the 

virus and further categorize the observed symptoms to classify 

the type of filovirus disease exist in such individual, in this 

case, it can either be Ebola virus or Marburg virus disease; 

generate location and communicate result to Stakeholders for 

prompt response.  

6.2. Experimental Results: Compared Model 

 
Fig. 2 The Compared model 
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6.3. Experimental Results: Cross-Validation of the Model 

Model Scores Model Fine-Tuned 

 

 

 

 
Fig. 3 The model Cross-validation scores 

 

7. Analysis of Results 
 The research provided a different relative means of 

validating the model performance with the supervised machine 

learning algorithms used for disease classification and 

prediction, and this is to ascertain the appropriate algorithm for 

the research. Thus, based on the experiments, the study 

concluded that the best-recommended algorithm suitable for 

accuracy performance is Logistic Regression, which offered the 

greatest accuracy of 96% ratio. 

 
Fig. 4 Logistic regression model performance 

 

8. Discussion of Findings 
The input data is a large dataset with many features 

coming from similar clinical characteristics and many 

distinctive symptoms of EVD and MVD diseases, which 

resulted in correlated variables. The situation brought about 

the need for data extraction and preprocessing to minimize the 

difficulties for the training set to be visualized, data 

complexity, and achieve greater computational time. And also 

eliminate some redundant factors that can render poor 

performance of the model. Also, the sigmoid function allowed 

for the transformation of the input variables into a probability 

value of 0 and 1. This model is considered when the output 

depends on the sum of the input parameters. Hence, the 

outcome is mostly based on the probability that a sample size 

belongs to a class A(1) or class B(0). For example, a class of 

symptoms belonging to the target virus A(EVD) or a class of 
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symptoms belonging to a target virus B(MVD) respectively. 

Thus, the logistic regression classifier model maps the 

symptom values as a set of independent variables input into a 

value between 0 and 1 as EVD and MVD. The Machine 

Learning statistical approach provides a reliable measure for 

which different parameters can be well calculated to achieve 

better results for a given model performance. Binary 

classification metrics selected are the Accuracy, Precision, 

Recall, F1-Score, ROC-AUC, Kappa and MCC metrics based 

on the goal that this study experiment intends to achieve. The 

Confusion Matrix is a key player in ascertaining more 

scientific data analysis and presentation was used to create a 

two-dimensional table that displays actual and expected 

values, distinguishing between infected and non-infected 

patients. The four key components of the Confusion matrix, 

namely True Positive, False Positive, True Negative, and 

False Negative, of statistical measures were employed to 

determine the outcome of model performance. 

9. Conclusion 
In conclusion, this study avails other researchers in this 

area valuable insight towards developing and implementing 

medical/healthcare innovative support tools for disease spread 

control, early detection and prediction of highly infectious 

diseases like Filovirus. The research also provided a partial 

prototype of distinguishing between clinically related diseases 

such as Marburg and Ebola virus disease and a geospatial way 

of improving contact tracing of suspected cases. 
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